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Abstract: This study aims to classify public sentiment on SNS Instagram

Avrticle History @indtravel content using Machine Learning techniques with Support Vector
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Revised 25 July 2025 results of this analysis, it can be seen whether the tourism promotion strategy
Accepted : 05 June 2025 by the Indonesian Ministry of Tourism through SNS Instagram tends to be
Published : 15 June 2025 positive or negative towards the push and pull factors for someone to take a

tour. In addition, this study also aims to compare the performance of
Accuracy, Precision, Recall, F1-Measure, ErrorRate, and the AUC-ROC
Corresponding author*: Curve of the SVM and DNN models. The dataset used in this study was
nisalora22@amail.com obtalqed from SNS Instagram @md_travgl comments using scraping
anisalora22@gmail.co techniques. The results of the evaluation in this study indicate that the public
sentiment towards the content of SNS Instagram @indtravel tends to be

DOI:_ . B positive towards the push and pull factors for someone to take a tour. Based
https://doi.org/10.56127/ijm on the results of the performance comparison between the SVM and DNN
1.v4i2.2233 model, it is proven DNN model has a higher level of performance in Accuracy
(89,37%), Precision (93,79%), F1-Measure (93,79%), ErrorRate (10,63%),
were the SVM model only higher in Precision rate with a difference of 5,43%.
This indicates that the DNN model has a very good performance in
classifying public sentiment on SNS media compared to the SVM model.
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INTRODUCTION

The role of Social Network Sites (SNS) in fostering motivation that push and pull
someone to travel is widely used by various sides, including the government. The concept
of push and pull factors were first discussed in relation to tourism motivation by Dann in
1977 (Giddy, 2018). It is based on the idea that there are certain internal factors that “push”
individuals to looking at tourist experiences, while the decision of which experience or
product to choose is based on external factors that “pull” an individual to choose that
specific experience.

Several studies have shown that there is an important relationship between the concept
of push and pull factors with the pull motivation factors on SNS. SNS provides information
and generates awareness, influencing decision making and online purchasing behavior
(Gupta et al., 2018). Most of the relationship between push and pull factors is supported by
the type of content, where cultural, sports, natural beauty, and the safety or luxury of tourist
attractions content tend to attract consumers' attention (Katsikari et al., 2020).

The use of social media for the tourism sector has proven as a good strategy, not only
in improving the quality of business but also broadly increasing the income of the tourism
industry (Gururaja, 2015) One of the SNS media that is popularly used today is Instagram.
The Indonesian government through the Indonesian Ministry of Tourism and Creative
Economy (Kemenparekraf) has an official SNS Instagram account @indtravel for tourism
promotion. There are various types of content uploaded, such as events, attractions, and
culture. The type of media uploaded via SNS consists of photos, videos or only text.
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Public sentiment towards the content SNS Instagram @indtravel in this research was
done by using Machine Learning techniques with Support Vector Machines (SVM) and
Deep Neural Network (DNN) modeling. Various studies have shown that the SVM text
classification algorithm is the most widely used algorithm with accuracy above 70%
(Ariadi & Fithriasari, 2015; Nomleni, 2015; Susanti, Sediyono, and Sembiring, 2016).
Sentiment analysis research using the Machine Learning approach with a variant of the
Deep Learning Neural Network method also shows good results, even reaching 86% (Dos
Santos & Gatti, 2014; Assuja & Saniati, 2016; Ramadhani & Goo, 2017; Chy et al., 2018;
J. Qian et al., 2018)

Based on the high level of accuracy and success of the SVM and DNN models in
previous studies, so this research will try to prove which model has higher performance by
comparing the value of Accuracy, Precision, Recall, F1-Measure, and ErrorRate. Another
objective in this research is to see whether the tourism promotion strategy implemented by
the Indonesia Ministry of Tourism through SNS tends to be positive or negative towards
the push and pull factors for someone to travel. From this results, it can be used to improve
the decisions of Indonesian tourism stakeholders in managing and formulating promotion
strategies, so that the use of SNS for promoting Indonesian tourism can be more optimal

RESEARCH METHOD

This research uses a Machine Learning approach with the SVM and DNN Modeling to
analyze public sentiment on the SNS Instagram @indtravel content. The implementation
and evaluation phase in this research used the RapidMiner Studio 9.8 tools. The overview
of the stages in this research are presented in the following:

Data Collection

The dataset used in this research was collected from English comments on SNS
Instagram @indtravel posts using scraping techniques in Rapid Miner Extensions. The total
of data used in this research is 2093 comments were collected in excel data format. The
next step was labeling the dataset by giving a class sentiment "positive" or "negative"”. The
output from this process can be continued to the data pre-processing stage.

Pre-Processing

The pre-processing stage is used to remove noise, clarify features, convert the original
data, and enlarge or reduce the data to suit needs. Overview of the pre-processing data
stages can be seen in Figure 1 below.
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Figure 1. Overview of the pre-processing data stage.

a. Text Cleaning

At this stage, characters such as url address, username (@username), hashtag (#),
emoticons, numbers, and punctuation marks are removed from the dataset. It’s done to
clean the data from characters that are not important and do not affect the classification
process. This stage needs to be done in order to obtain valid data for processing in the next
stage.

b. Case Folding

This stage is used to handle inconsistent use of uppercase letters, where through this
process all characters in the dataset are converted to lowercase. This stage needs to be done
so that each character has the same feature space

c. Tokenization

This process splits sequences of characters into individual words or phrases, known as
tokens. Each token typically represents a single English word, which forms the basis for
further text processing.

d. Stopword Removal

Common words with little or no semantic value (e.g., conjunctions or prepositions) are
removed using a built-in English stopword list. Tokens that match any entry in the stopword
dictionary are excluded from further analysis.

e. Stemming

In the stemming process, word modification is used to get the root word from the
derivative word. In this research, a stem operator (Porter) was used. These operators
retrieve English words using Porter's stemming algorithm which implements the repeating
rule-based suffixes of words. The aim is to reduce the word length until the minimum
length is reached.

The main pre-processing processes that have been carried out using the RapidMiner
Studio 9.8 tools can be seen in Figure 2 below.
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Figure 2. Main process for pre-processing dataset in RapidMiner Studio 9.8.

Feature Extraction

The feature extraction process is carried out using the Term Frequency-Inverse
Document Frequency (TF-IDF) technique. This stage is used to process the document into
a word vector representation of the string attribute (dataset). In the TF-IDF technique, the
process of calculating documents or terms is carried out based on the probability frequency
of the occurrence of words or terms in a document.

Validation

The dataset that has been through pre-processing and feature extraction processes is
divided into training data and testing data using the Split Data operator, where 70% of the
dataset is used as training data and 30% is used as testing data. The next stage is the cross
validation process between training data and testing data. The operator used in this process
is the cross validation operator.

Through Cross Validation, rules model will be applied to each attribute in testing data
to see the match between the prediction class and the actual data class. The output of this
process is illustrated through the Confusion Matrix table and AUC-ROC graph, which is
accompanied by the performance value of each model.

Classification

The sentiment classification process in this research uses a two-model approach,
namely the SVM model and the DNN model. The modeling process used the operator on
the Rapid Miner Studio 9.8. In this study, the model is implemented in operator cross
validation sub-process. The design of the SVM classification process flow in this research
is illustrated through a diagram which can be seen in Figure 3 below.

Vector Testing

: le
‘ SVM Model | Dataset

Figure 3. Design of SVM Model Classification Process

83 [ . IJML VOLUME 4, NO. 2, June 2025


https://issn.brin.go.id/terbit/detail/20220302022306403
https://issn.brin.go.id/terbit/detail/20220302222317407

IJIML Vol 4 No. 2 | June 2025 | ISSN: 2963-8119 (print), ISSN: 2963-7821 (online), Page 80-90

The Support Vector Machine (SVM) classification model takes a set of input data
generated from pre-processing and feature extraction—and classifies it based on weighted
measure values to predict the sentiment of each input. The model is trained using two
categories of data: training data and testing data. The training data consists of labeled
samples divided into two classes, which are used by the SVM algorithm to build a
predictive model. In this study, the sentiment classes are "positive” and "negative.” If a
word or term has a weighted measure value less than O, it is classified as a negative
comment; if the value is greater than or equal to 0, it is classified as a positive comment.
The classification process is carried out using the SVM operator, and the trained model is
applied to the testing data using the Apply Model operator, as illustrated in Figure 4.

SVM Apply Model Performance
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Figure 4. Operator of SVM Classification Model

tra

In Figure 4, can be seen that there are two sub-processes, namely the training sub-
process and the testing sub-process. The training subprocess is used to train the model. The
trained model is then applied in the testing subprocess. Furthermore, the performance of
the model is measured during the testing phase. The design of the DNN classification
process in this research is illustrated through a diagram which can be seen in Figure 5
below.
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Figure 5. Design of DNN classification model

There are three main stages in DNN modeling, namely feedforward, backpropagation
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and updating of weight values. At the feedforward stage, the process is obtained from input
to output. At the backpropagation stage, the process of comparing the output value from
the feed forward stage with the predetermined target value. Basically, the DNN model
process is the process of operating every input with each weight using the dot product
operation. Then adding the results of that operation with the bias value for each weight.

The result of the dot product operation with the weighted value and the bias value will
enter the activation function. Then, this value sent to all nodes in the hidden layer (except
bias). Furthermore, these values are passed to all output layers. When the output does not
match with the expected results, the output will be backpropagation from the hidden layer
to the input layer, so that the error value is obtained.

At the weight value update stage carried out the process of updating the weight value
until aminimal error is obtained. Then the process continues to Hidden Layer and continues
to the Output Layer. The backpropagation process will continue until the smallest output
value is obtained, so the expected error stop achieved.

The DNN model classification process is carried out using Deep Learning Neural Net
operators. The model formed from the training data is implemented into testing data
through the Apply Model operator, with a process description shown in Figure 6 below.

Deep Learning Apply Model Performance Testing
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Figure 6. Operator of DNN classification model

RESULT AND DISCUSSION

The flow of the classification process starts from the retrieved dataset in the repository
to the dataset classification process in the Cross Validation operator subprocess. Through
Cross Validation, a rules model will be applied to each attribute in testing data to see the
match between the prediction class and the actual data class. The output of this process is
illustrated through the Confusion Matrix table and AUC-ROC graph, which is
accompanied by the performance value of each model.

Classification using the SVM model tries to find the best line or hyperplane in N
dimensional space (N is the number of features) through the classification of data points,
then testing data classification is carried out based on which side the line appears on. The
results of this process are illustrated through the Confusion Matrix table which can be seen
in Figure 7 and Figure 8 below.

accuracy: 88.04% +/- 1.48% (micro average: 88.04%)

true positive true negative class precision
pred. positive 1022 136 88.26%
pred. negative 8 38 82.61%
class recall 99.22% 21.84%

Figure 7. Table Confusion Matrix SVM Mode Performance Testing
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accuracy: 88.18%

true positive true negative class precision
pred. positive 437 57 88.46%
pred. negative 4 18 81.82%
class recall 99.09% 24.00%

Figure 8. Table Confusion Matrix SVM Mode Performance Training

Based on Figure 7 above, it can be seen that after applying the SVM Model for the
testing data, was achieved 88.04% accuracy and 88.18% accuracy in the training data. This
indicates that the evaluation for the training data classification task is higher 0,14% than
evaluation task in the testing data.

Classification using the DNN model illustrated in the Confusion Matrix table as show
in Figure 9 and Figure 10 below.

accuracy: 89.37% +/- 2.11% (micro average;: 89.37%)

true positive true negative class precision
pred. positive 966 64 93.79%
pred. negative G4 110 63.22%
class recall 93.79% 63.22%

Figure 9. Table Confusion Matrix DNN Mode Performance Testing
accuracy: 88.57%

true positive true negative class precision
pred. positive 417 35 92 26%
pred. negative 24 40 62.50%
class recall 94.56% 53.33%

Figure 10. Table Confusion Matrix DNN Mode Performance Training

Based on Figure 9 above, it can be seen that after applying the DNN Model, accuracy
level for testing data is 89.37% and 88.57% for accuracy in the training data. This shows
that the evaluation for classification task in the testing data is higher 0,8% than the training
data. Based on the results of the accuracy performance from testing data and training data,
then it can be compared to analysis whether the model used is Overfitting or not.

Overfitting is an incident where the model is too good at classifying training data, but
poor at classifying testing data. From this result, this show that comparison between testing
data and training data accuracy in SVM and DNN model do not have too much difference,
which is only 0,14% and 0.8%. This indicates that both of two model is not Overfitting
Fitting.

The evaluation performance of the SVM and DNN models is carried out by calculating
the Accuracy, Precision, Recall, F1-Measure, and ErrorRate values. At this stage, we can
see the performance of the algorithm based on the accuracy of the model in predicting data
classes. This calculation measured based on equation 2 to equation 6 as shown in the
previous section. The results of the performance evaluation of the SVM and DNN models
can be seen in Figure 11 below.
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SVM AND DNN PERFORMANCE
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Figure 11. SVM and DNN Model Performance Chart

The testing of the training data using the SVM model produce a value with a level of
similarity between the predicted and the actual value was achieved 88.04% and the DNN
model was achieved 89.37%. This shows that the proportion of cases true predicted is
higher in the DNN classification model, with a difference of 1.33% from the SVM
classification.

The results for the level of accuracy between the information requested by the user
and the answers given by the system on the SVM model are 88.26%, while for the DNN
model it was achieved 93.79%. From these results, can be seen that the DNN model has a
higher level in providing the accuracy of the information requested by the user and the
answers given by the system.

Furthermore, the success rate for the system to finding back information on the SVM
model was achieved 99.22%, while the DNN model is 93.79%. This indicated that the SVM
model has high success rate in recovering information from the input data compared to the
DNN model. For the average value of Precision and Recall shown by F1-Measure on the
SVM model is 93.42% and the DNN model is 93.79%. This shows that the average F1-
Measure of the two models is not to much different, that is only 0.37%. For the ErrorRate
of these two model is quite low, were only 11,96% in The SVM model and 10,63% in DNN
model.

The comparison results of processing the SVM and DNN models using 70% training
data and 30% testing data were visualized through the AUC-ROC curve which can be seen
in Figure 12 below.
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e: 0.673) (positive class: negative) AUC: 0.874 +1.0.035 [micro average: 0.874) (positive class: negative)

(a) T T . (b)
Figure 12. Graph of AUC-ROC (a) SVM Model and (b) DNN Model.

The ROC curve as shown in Figure 12 above illustrates the comparison of the two
classification models, in this study the SVM and DNN models. This curve is used as an
indicator of accuracy to evaluate the performance of the two models. In Figure 12 part (a),
it can be seen that the AUC SVM Model value obtained is 0.873. This value indicates that
the accuracy of the test based on the AUC-ROC curve is classified as “good classification”.
In Figure 12 part (b), it can be seen that the AUC DNN Model value obtained is 0.874.
This value indicates that the accuracy of the DNN model test based on the AUC-ROC curve
is also classified as “good classification”.

For the final report, based on the 2093 datasets tested using SVM and DNN models,
this indicated that the Indonesian tourism promotion strategy by the Ministry of Tourism
and Creative Economy through SNS Instagram has been successfully implemented as a
push and pull factor for someone to travel. Overall, the results of the evaluation in this
research show that the SVM and DNN model has very good performance in classifying
public sentiment on SNS media with an error rate below 12%.

CONCLUSION

The implementation of Machine Learning techniques with SVM and DNN Modeling
for the classification of public sentiment in the SNS Instagram @indtravel content has been
successfully done according to the research planning stages. Based on the results of the
evaluation of the two models that have been implemented, it shows that the sentiment
public for the SNS Instagram @indtravel content tends to be positive towards the push and
pull factors for someone to take a tour. This shows that the Indonesian tourism promotion
strategy by the Ministry of Tourism and Creative Economy through SNS Instagram has
been successfully implemented as a push and pull factor for a somenone to travel.
Overall, both the DNN and SVM maodels in this research have an excellent performance
where the accuracy rate is above 80% with the classification category based on the AUC-
ROC curve as "Good Classification”. But based on the results of the performance
comparison between the SVM and DNN model, this shows that the SVM model is only
higher in precision rate with a difference of 5,43% than DNN model. This indicates that
the DNN model has a higher level of performance in Accuracy (89,37%), Precision
(93,79%), F1-Measure (93,79%), ErrorRate (10,63%).
Based on these results, it is proven that the DNN model has a very good performance in
classifying public sentiment on SNS media compared to the SVM model. Future research
is expected to use more data to improve the performance of the SVM and DNN
classification models. In addition, further research is also expected to be able to use better
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feature extraction methods so it can be used to reduce the error rate in the classification
process.
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