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INTRODUCTION 

The Ministry plays a vital role in regulating government affairs in Indonesia, including 

population administration, regional government development, regional financial oversight, 

and regional planning. As a strategic institution, the Ministry manages large amounts of 

complex data spread across various levels of government. 

However, to date, data digitization within the Ministry still faces significant 

challenges. One major issue is the continued dominance of physical documents, whether 

in the form of manual reports, correspondence, or local government document archives. 

Many regional agencies have not yet fully transitioned to integrated electronic systems, 

resulting in manual data collection from the regions to the central government, which is 

often slow and potentially leads to duplication or loss of important information. 

Abstract: Digital transformation in government requires the use of 
cutting-edge technology to improve efficiency and accuracy in 
decision-making. Ministries are strategic institutions that manage 
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Furthermore, there is fragmentation in the applications and information systems used 

within ministries and local governments. For example, there are numerous separate systems 

for population data management, regional financial systems, regional budget reports, and 

regional information. Often, these systems are built by third parties with varying data 

standards and are not interconnected. As a result, data integration across applications is 

difficult, slowing down analysis and decision-making at the ministerial level. 

This condition shows the need for technological solutions that are capable of: 

• Intelligently automate the extraction of information from physical and digital 

documents, 

• Efficiently combine and interpret data from multiple sources, and 

• Presenting structured and easy-to-understand information for policy makers. 

 

One promising approach is the application of Large Language Model (LLM),namely 

an artificial intelligence model based on natural language processing (NLP). LLM has the 

ability to read, understand, and summarize documents in text format, including PDF 

documents, policy reports, and other unstructured data. By using LLM, The ministry can 

automate the process of identifying important information, integrating data from various 

sources, and providing a data-based question-and-answer and reporting system.Air 

esponsive. 

Implementation LLM not only accelerates digitalization, but also strengthens 

bureaucratic efficiency in realizing the Electronic-Based Government System (SPBE) and 

supports the national One Data Indonesia program. Therefore, this study focuses on how 

the model LLM can be implemented strategically in ministries, accompanied by a relevant 

technical implementation framework and legal basis. 

 

RESEARCH METHOD 

 This research employs a descriptive-qualitative approach, incorporating literature 

review, a study of existing information systems within the Ministry, and technical 

simulations using Python programming and Large Language Models (LLM). The research 

also includes system integration engineering, specifically how multiple applications or data 

from different units can be consolidated into an AI-based pipeline. 
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2.1 Research Stages 

The following are the stages used in this research: 

No Research Stage Activities 

1 Literature and Regulation Study 

Reviewing the Law, 
Presidential Decree, and 
Ministerial Regulation 
regarding SPBE and One 
Data 

2 System & Problem Identification 

Analyzing existing 
applications at the 
Ministry of Home Affairs 
and their integration 
constraints 

4 Data Integration Design 
Designing application and 
data integration 
architecture schemes 

5 LLM Model Simulation 

Experiments with GPT-4 
and LLaMA models for 
NLP tasks 
Experiments with GPT-4 
and LLaMA models for 
NLP tasks 

6 Analysis & Evaluation 

Assessing the 
effectiveness of the LLM 
model in reading, 
extracting, and compiling 
reports 

 

 This research maximizes the function of LLM or machine learning to be able to read 

and understand all ministerial documents or applications within the ministry in order to 

achieve maximum integration and become a reference for decision makers to make 

comprehensive decisions. 

 

RESULT AND DISCUSSION 

Application Integration Scheme & LLM Creation Flow 

In this research, the initial process for creating an LLM is to integrate applications 

from application 1 to documents in PDF or text format. The integration method used in this 

research is the formatData Integration Middlewarewhich acts as a bridge between all 

applications and documents that will be included in Bigdata. Furthermore, inData 

Integration Middleware There is a data standardization process and data recognition for 

the machine. The method used in this research is ETL to provide context for each piece of 

https://issn.brin.go.id/terbit/detail/20220302022306403
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data that will later be processed by the system or LLM. The detailed diagram is in Figure 

1. 

 

Figure 1. LLM Creation Diagram 

The next process is the creation of a model from the data that has been entered into 

the data warehouse. After several sets of models have been created, the results of the LLM 

will be in the form of a document summary.dashboard interactiveand BOT (Chat). 

 

LLM Model Development Flow 

The development of the LLM model for the internal needs of the Ministry of Home 

Affairs began with the collection of domain-specific data, namely government documents 

commonly used within the Ministry of Home Affairs and local governments. This data 

includes APBD accountability reports, Musrenbang results documents, meeting minutes, 

regional regulations, assignment letters, regional head performance evaluation documents, 

and official official documents in digital form (PDF, Word), or scanned forms that require 

OCR (Optical Character Recognition). The main objective of this data collection is to build 

a training corpus that reflects the characteristics of Indonesian bureaucratic language and 

the government context. 

 

https://issn.brin.go.id/terbit/detail/20220302022306403
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The next stage is data cleaning and preprocessing. This process involves converting 

non-text documents into clean text, removing unnecessary characters, reordering 

paragraphs damaged by OCR, and normalizing the format and structuring the dataset. This 

is followed by tokenization, which involves breaking the text into word units (tokens) and 

removing stop words such as "and," "or," and "yang," which are deemed meaningless for 

modeling. The final corpus is then stored in JSON or JSONL format, which can be used 

for model training or fine-tuning. 

In the model selection and training phase, there are two main approaches: (1) using an 

external API-based LLM model such as OpenAI's GPT-4, which can be used directly 

without a local training process, or (2) using an open-source model such as LLaMA 2/3, 

BLOOM, or IndoBERT, which allows for local fine-tuning on ministry servers. For 

specific government needs, models such as IndoBERT and LLaMA 3 are considered 

suitable because they can be customized with internal data and run on-premises to ensure 

data confidentiality. Fine-tuning is carried out using supervised learning using a prompt-

completion pair format (for example: the prompt is the instruction "Summarize the contents 

of the following APBD report," and the completion is an ideal summary of the report). 

Once the training or model development process is complete, the LLM can be 

deployed as an internal API service, a chatbot, or a module within an interactive dashboard. 

At this stage, the model is tested to perform tasks such as entity analysis (NER), document 

type classification, summarization, and automated responses to policy questions (Q&A). 

The model's output is presented to users in the form of an interactive chatbot, automated 

reports, or integration into a dashboard system like Power BI. This process demonstrates 

that the LLM is not just a plain text tool, but also an administrative knowledge transformer 

that can bridge the gap between big data and rapid AI-based decision-making in the public 

sector. 

 

https://issn.brin.go.id/terbit/detail/20220302022306403
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Figure 2. LLM Development Flow 

 
In the LLM development flow process depicted in Figure 2, which emphasizes the 

processfine-tuningThe model then performs summaziation to obtain results according to 

the questions that will be asked to the bot. 

 

Simulation Results of Phyon Engineering and Open AI API 

A technical simulation was conducted to evaluate the ability of a Large Language 

Model (LLM) to read and analyze government documents using an API-based approach. 

This study used OpenAI's GPT-4 as the primary model, accessed through the OpenAI Chat 

Completion API. The programming language used was Python, with the OpenAI library, 

PyMuPDF for PDF document reading, and Langchain for prompt management. The test 

documents included regional budget accountability reports, circulars, and regional 

regulation (Perda) documents in PDF format. 

The first step involves reading a PDF document using PyMuPDF, then chunking the 

document into text chunks of 1500–2000 tokens to maintain the model's context. These 

chunks are then iteratively sent to the GPT-4 API via the Chat Completion function. Each 

prompt is given explicit instructions such as: "Summarize the contents of the following 

report in 3 paragraphs" or "What is the essence of this regulation?" to test summarization 

and entity extraction capabilities. The resulting summaries are then saved in structured text 

format for further analysis. 

An example of a simulation result on a document titled "Report on the Realization of 

the Regional Budget for Regency X in 2023" shows that GPT-4 is able to extract important 

https://issn.brin.go.id/terbit/detail/20220302022306403
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information such as the amount of regional spending, priority programs, and obstacles to 

program implementation. The model is also able to recognize the document's structure, 

even though the PDF format is not always standardized. In another simulation using a 

circular letter, the model successfully identified policy orders, the target agency, and the 

effective date of the regulation. The model demonstrated high semantic accuracy, 

especially in answering specific questions from long documents parsed into text chunks. 

The Q&A (Question Answering) feature was also tested to evaluate how well the 

model understood the local government context. Questions such as "When is the budget 

reporting deadline?" or "What are the priority programs in the health sector?" were asked 

based on test documents. The model provided relevant and factual responses, with an 

average response latency of <10 seconds per request. The GPT-4 model was also able to 

understand government terms such as "capital expenditure allocation," "budget 

refocusing," and "regional fiscal support," demonstrating a semantic match to the Ministry 

of Home Affairs context. 

Although the results are promising, there are limitations such as overly general 

responses when the data in the document is less explicit. Therefore, in the production phase, 

it will be necessary to adjust the engineering prompt and integrate with external metadata 

(e.g., document ID, sending agency, or regulatory type). This simulation demonstrates the 

potential of using LLMs such as GPT-4 to digitize government document processing, 

especially in the context of summarization, classification, and text-based question and 

answer services. A total of 79 virtual machines were used, divided as follows:Database, 

Kube – Pool dan Management & Network Figure 4 explains the details of using all virtual 

machines. 

\ 
Figure 4 Python Engineering Simulation Flow + OpenAI API 

https://issn.brin.go.id/terbit/detail/20220302022306403
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CONCLUSION 

Digital transformation within ministries requires a technology strategy that adapts to 

bureaucratic complexity and the large volume of administrative documents. This study 

demonstrates that the application of Large Language Model (LLM) technology can provide 

a concrete solution to address the challenges of manual document processing, fragmented 

data integration, and the difficulty of presenting information quickly and accurately. LLMs 

such as GPT-4, LLaMA 3, and IndoBERT have been proven capable of performing natural 

language processing (NLP) tasks such as data extraction, summarization, document 

classification, and question-and-answer services, which are highly relevant to supporting 

public services and policy-making across various ministries. 

Technical simulations using Python and the OpenAI API also demonstrated that LLM 

can be integrated into the ministry's internal systems with high efficiency. The model can 

read financial reports, extract critical information, and answer policy questions from digital 

documents alone. This capability offers significant advantages in accelerating policy 

analysis without requiring manual reading of entire documents. With the right 

infrastructure, LLM can also be used to build monitoring dashboards, service chatbots, or 

automated reporting systems for work units at the central and regional levels. 

However, for optimal implementation of LLM, the ministry needs to prepare a 

supportive digital framework. This includes integrating information systems across units 

into a single national data platform, digitizing physical archives, ensuring regulatory-based 

data security (e.g., classifying state confidential documents), and training human resources 

in AI and data literacy. Furthermore, open-source models such as IndoBERT and LLaMA 

need to be fine-tuned to be more sensitive to local contexts and domestic policies. Model 

selection should also consider storage location (on-premises/cloud), GPU availability, and 

long-term maintenance support. 

As a suggestion, ministries can initiate LLM implementation through pilot projects in 

several strategic directorates with high document burdens. LLM use can be focused on 

summarizing policy reports, detecting late reporting, and providing chatbot-based public 

services. Development can be carried out in stages while establishing data security 

standards and interoperability between applications. If managed well, LLM integration 

within ministries will be a significant leap toward smarter, faster, and more scalable 

governance in support of the Electronic-Based Government System (SPBE). 
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