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INTRODUCTION

Data mining is a decision support process where information patterns can be
discovered in data. Data mining is data analysis using tools to find patterns and rules in
datasets. Software is tasked with finding patterns by identifying rules and features in the
data and is expected to be able to recognize these patterns in data with minimal input from
users (Chee et al., 2019; Yang et al., 2024). Data mining is an algorithm that is used for the
treatment of data to find hidden patterns from the data processed. The data processed then
produces new knowledge from old data, which can be used in the determination of future
decisions (Samboteng et al., 2022). Information generated from applying data mining
techniques is used to explore and predict potential opportunities within an organization.

Data mining techniques have been widely employed in prediction. For example,
developing a decision support model for determining the target multi-family housing
complex for green remodeling using data mining techniques (Al-Refaie et al., 2023). Lv et

al. proposed a complex data fusion and efficient learning algorithm (multi-graphics
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processing unit (GPU)) to process the multi-dimensional and complex big data based on
the compositive rough set model (Lv et al., 2022). Zhang et al. proposed a novel category-
induced coarse-to-fine domain adaptation approach (C2FDA) for cross-domain object
detection (H. Zhang et al., 2022). Zhang et al. analyzed the problems of existing container
positioning methods and proposed a vision-based container position measuring system to
provide precise parameters for container lifting operations (Y. Zhang et al., 2023). Mitici
et al. employed dynamic predictive maintenance for multiple components using data-
driven probabilistic remaining useful life prognostics illustrated by the case of turbofan
engines (Mitici et al., 2023). Some early definitions of data mining included a focus on the
automation process. Suo’s research shows that data mining can clearly show behavioral
pattern in the context of ship and efficiently uncover suspicious ship patterns (Suo et al.,
2022).

One form of pattern that data mining can produce is association rules. Association
rules can be used to find relationships or cause-and-effect connections. Association rules
can be generated using the Apriori Algorithm. WEKA is a tool for machine learning
algorithms and data preprocessing. With this tool, dataset preprocessing can be performed,
input can be provided to learning schemes, and the resulting classifiers can be analyzed.
WEKA's working areas include standard methods for data mining: regression,
classification, clustering, association rule mining, and attribute selection.

In higher education institutions, data can be obtained from historical records, so data
will continuously accumulate, for example, student data. The new student admission
process at a university produces abundant data from these new students. The Institute for
Computerization Development (LePKom) is a unit at Gunadarma University that organizes
courses and workshops that equip students with practical computer-based information and
communication technology materials needed in the workforce.

These courses prioritize student activeness and independence in understanding,
learning, and exploring their chosen course materials. Course implementation techniques
include pretests, text/print-based learning, video-based learning, practical activities
(creating programs, running simulations, etc.), and posttests. Course and workshop
participants are Gunadarma University students from Bachelor of Information Systems
(S1-SI), Diploma in Information Management (D3-MI), and Bachelor of Informatics
Engineering (S1-TI) programs.
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In one semester, students can choose one module from the available course modules,
where the materials provided become more specific as the semester advances. New
students must select two or three course options from six fundamental courses available at
the Institute for Computerization Development (LePKom), and from those two or three
choices, students will be assigned one course each semester. Students are required to
choose two or three courses as backups in case their first or second course choice does not
fit their available schedule. The fundamental materials that must be chosen by new students
include DBMS, ERP, Desktop Programming, Web Programming, Networking, and Server
OS. In their final level, students are required to complete a project or take national or
international certification exams.

With the data obtained, it is expected that patterns of course materials frequently
selected together in the first semester by new students in each cohort can be identified to
optimize course infrastructure requirements. The course data is processed using data
mining techniques, employing Association Rules with the Apriori algorithm. Additionally,
the FP Growth algorithm is also used as a comparison with the Apriori algorithm (Idris et

al., 2022).

LITERATURE REVIEW

The Apriori algorithm is easy to implement and very simple, used to extract all
frequent items in a database. This algorithm is very effective in finding the relationship
pattern of one or more itemsets in a large data set so that it is effective in calculating data
and finding patterns of combinations (Fey, 2023). This algorithm allows multiple database
scans to find frequent itemsets by using k-itemsets to generate k+1 itemsets. Each k-itemset
must be greater than or equal to the minimum support threshold as frequency. Otherwise,
these candidate itemsets are excluded. In the first iteration, the algorithm scans the database
to find the frequency of items in the database. The frequency of 1-itemsets is used to find
items in 2-itemsets, which in turn are used to find 3-itemsets, and so on, until no more k-
itemsets are found. If an itemset is not frequent, its large subsets are also not frequent.
Association analysis is defined as a process to discover all association rules that meet the
minimum support requirements and minimum confidence requirements.

The Institute for Computerization Development (LePKom), specifically the virtual-

based LePKom Mandiri, was established at Gunadarma University in 2013 as a subdivision
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of LePKom Gunadarma University. Virtual-based LePKom Mandiri provides education

and training activities for students beyond their regular lectures and practicum sessions.
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Figure 1. Organizational structure of virtaul-based LePKom Mandiri

Organizational structure is a component that demonstrates work relationships,
authority, and responsibilities from superiors to subordinates, creating an orderly work
system. With an organizational structure in place, activities are expected to run smoothly

as intended.

RESEARCH METHOD
The stages involved in research consist of Problem Formulation, Data Collection, Data

Processing with Data Mining, Final Analysis, and Conclusion.

Data Processing with
Data Mining

Problem Formulation > Data Collection >

Conclusion < Final Analysis

Figure 2. Research Method

Apriori data analysis consist of Data Selection, Pre-processing, Data Transformation,

Data Mining with the following steps preparing .csv data, removing unused attribute,
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setting  parameters, and analysis results. The parameters set include:
LowerBoundMinSupport (0.05 or 5%), MetricType (Confidence), minMetric (0.5 or 50%),
and numRules (maximum 20 rules). The basic methodology of association analysis is
divided into two stages:
1. High-Frequency Pattern Analysis

This stage searches for item combinations that meet the minimum support value

requirements in the database. Support is a measure that indicates the level of

dominance of an item or itemset from all transactions. The formula for calculating

the support value is:

Number of Transaction consist of A

Support A = (1)

Total Transaction

While the support value for 2-items uses the formula:

X Number of Transaction consist of Aand B

Support(4,B) = (2)

% Transaction
2. Association Rule Formation
After all high-frequency patterns are found, association rules that meet the
minimum confidence requirements are then identified by calculating the confidence
of associative rule A — B. Confidence is a measure that indicates the conditional
relationship between two items. The formula for calculating the confidence value
is:

X Number of Transaction consist of A and B

Confidence = P(B|A) = 3)

% Transaction

FP-Growth is an alternative algorithm that is both efficient and effective for
discovering frequent itemsets in large datasets. While FP-Growth demonstrates superior
speed in producing results compared to the Apriori algorithm, it falls short in generating
high confidence values. The advantages of FP-Growth include its ability to recognize
objects nonlinearly, facilitate the mapping of inputs to outputs without understanding the
underlying process, exhibit robust parallel processing capabilities, and demonstrate error
tolerance (Harianto et al., 2023).

FP-Growth algorithm, which is a data mining technique based on FP-Tree, can

discover a set of complete frequency patterns. FP-Tree is an extended prefix-tree structure
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to store important and quantitative information related to frequency patterns, avoiding the

shortcomings of the Apriori-based approach (Jang et al., 2021).

RESULT AND DISCUSSION
Graphical representation of the most taken courses and course combinations
frequently selected together by the 2015, 2016, and 2017 cohorts.

Tabel 1. Total Course Selection

Cohorts Courses Student
DBMS ERP Desktop Web Networking Server Count
OS
2017 946 401 641 1042 826 512 1467
2016 1078 219 859 1273 605 385 1594
2015 989 365 868 796 710 340 1515

The table above presents the combined total of courses taken by students from the
Informatics Engineering (TI), Information Systems (SI), and Information Management

(MI) programs.
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Figure 3. Graph of Total Course Selection

The graph illustrates the most frequently selected courses in each cohort. The 2015
cohort showed the highest interest in the DBMS course, while the 2016 and 2017 cohorts
both favored the WEB course, with the 2017 cohort having 1,042 students selecting it out

of a total enrollment of 1,467 students.
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The DBMS course provides students with knowledge of Relational Database
Concepts and familiarizes them with DBMS software such as MySQL, SQL Server, and
Oracle. Students learn to understand database connections using XAMPP with MySQL, as
well as concepts related to DDL (Data Definition Language) and DML (Data Manipulation

Language).

Tabel 2. Speed Performance Test on WEKA
Data count Apriori FP Growth
1,000 0.33 second 0.34 second
5,000 0.35 second 0.37 second
10,000 0.66 second 0.71 second

The experimental results of processing speed tests in the Weka application indicate
that the Apriori algorithm demonstrates faster processing times than the FP-Growth method
when applied to datasets of 1,000, 5,000, and 10,000 records.

Graph of Speed Performance Test on WEKA
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Figure 4. Graph of Speed Performance Test on WEKA

This experiment was carried out to evaluate the performance of the Apriori and FP-
Growth algorithms. The FP-Growth analysis results were used as a benchmark for
comparison with the Apriori analysis, enabling the identification of differences between
the two algorithms. The graph presents the experimental results of both algorithms in
Weka, where the processing time is expressed in seconds. The processing speed varies

according to the volume of data and the number of attributes involved.

CONCLUSION
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Based on the research conducted on the Virtual LePKom Mandiri of Gunadarma
University using the Apriori Algorithm method, several conclusions can be drawn.

The Apriori Algorithm method can be used to address issues related to predicting
students’ interests in course selection, which exhibit varying patterns and tendencies. This
is demonstrated by the differences in the rules generated in the final process.

The Apriori Algorithm can assist in meeting the course infrastructure needs of the
Virtual LePKom Mandiri at Gunadarma University. The courses most frequently taken
together across cohorts are Web Programming and Database Management Systems
(DBMS).

Compared to the FP-Growth algorithm, the results of the Apriori Algorithm analysis
using WEKA show identical support and confidence values. The main difference between
the two methods lies in the processing time, where the Apriori Algorithm demonstrates

faster execution than FP-Growth.
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